
JOURNAL OF MATERIALS SCIENCE35 (2000 )4589– 4600

Incorporation of the heating effect of the light

source in a non-isothermal model of

a visible-light-cured resin composite

D. PANANAKIS, D. C. WATTS
University of Manchester Dental School, Biomaterials Science Unit, Manchester,
M15 6FH, UK
E-mail: dimitrios.pananakis@man.ac.uk; david.watts@man.ac.uk

Recent non-isothermal reaction rate models of light cured resins presented by various
researchers do not take into account the increase of the temperature due to the absorption
and scattering of light energy within the resin. However, the reaction rate is a strong
function of temperature and hence all the calculations performed not adopting this factor
are not revealing the true characteristics of the cure process. In this work, the heating effect
of the light source is calculated from simple DSC measurements commonly performed after
the initial cure of the specimens is recorded. An additional deconvolution procedure of
these irradiant heat flow measurements is also presented as well as numerical results from
a simple two dimensional model illustrating the differences that result from the inclusion of
this parameter in the non-isothermal calculations. C© 2000 Kluwer Academic Publishers

1. Introduction
Reaction rate models have been formulated for the anal-
ysis of visible light cure reactions of resin compos-
ites. These have been of two types, namely mechanis-
tic [1, 2] and phenomenological [3, 4]. The latter type
of model is of particular importance to the analysis of
the cure behaviour of visible-light-cured (VLC) resin
composites as recent research work [5, 6] has illustrated
their ability to replicate with great accuracy isothermal
reaction rate experiments performed by means of Dif-
ferential Scanning Calorimetry (DSC). Hence, by ex-
tracting the model parameters from simple isothermal
and dynamic DSC experiments, these models are capa-
ble of predicting the temporal evolution of the reaction
rate and the glass transition temperature under isother-
mal conditions.

However, their unique capabilities over the mecha-
nistic models are fully revealed when these models are
utilized to simulate the cure under non-isothermal con-
ditions, which prevail during cure in a dental restora-
tion. Once the reaction is initiated in a restoration cavity,
the exothermic reactions taking place inside the com-
posite raise the temperature throughout its volume. An
additional “heat source” is created by the absorption
and scattering of light energy within the volume of the
composite. This creates temperature gradients between
the tooth and the composite creating a flow of heat, or
else, an energy (heat) transfer mechanism. Moreover,
temperature gradients between the air and the compos-
ite surface provide another path of heat transfer towards
the lower temperature region.

The problem of predicting the cure behaviour of a
reacting volume of material which is subjected to non-

isothermal conditions (ie. does not have a uniform tem-
perature throughout its volume), is a combined heat
transfer and cure prediction problem. A transient so-
lution of this problem can be effected by combining
the heat sources that are present in the reactive volume
(exothermic reactions+ irradiant heating arising from
light absorption and scattering effects) whilst continu-
ously evaluating the temperature field.

Despite its importance, the non-isothermal behaviour
of the VLC resins and resin composites has so far been
modelled by various researchers [5, 7–9] based only
on the temperature variations produced by the exother-
mic reactions. In other words, the assumption imposed
by these models is that the incident light source is not
responsible for any temperature rises, or even for any
change in the non-isothermal conditions during cure.
It seemed therefore of interest to incorporate in the
non-isothermal models the influence of this additional
source of heat during the cure of VLC composites.

A distinction between the temperature rises produced
during curing by the exothermic reactions and the cur-
ing light can be only achieved if the heat generation
rate produced by the latter mechanism alone is known.
Measurement of the temperature variations within the
polymer volume during the application of light is not
adequate to establish a complete phenomenological
model capable of predicting the cure behaviour. To
achieve this, the combined heat generation term in the
heat balance equation (Equation 1, below) must be
known.

The measurement of the heat generation rate pro-
duced by the light source can ideally be achieved by
using a power compensated photo-DSC system, since
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this apparatus directly measures heat flow. Hence, if a
black body specimen is placed on the measuring fur-
nace, the heat flow measurement would be directly pro-
portional to that energy being absorbed by the speci-
men. This measurement has already been outlined by
Fisheret al. [10], where a graphite disk was used as an
approximate “black body” to provide a measure of the
effective irradiance of the light source. In this inves-
tigation however, where the interest lies on the deter-
mination of heat absorbed by VLC dental composites,
such a measurement using graphite disks would surely
overestimate this parameter, as the surface reflectivity
of the composite is greater than that of the graphite.

The aim of this work is to:

1. Utilise isothermal photo-DSC traces of cured resin
samples in order to calculate the additional heating ef-
fect of the light source using non-isothermal models.

2. Determine the defining equations and parameters
for the non-isothermal model. For the simple two-
dimensional rectangular geometry considered these in-
clude the modified heat generation term, the material
properties, the convection heat transfer coefficient as
well as the initial and boundary conditions.

3. Calculate the temporal evolution of the tempera-
ture, the degree and rate of reaction and the glass tran-
sition temperature.

By performing the above mentioned modifications to
the computations that have so far been published in the
literature it is expected that the proposed phenomeno-
logical models will predict as closely as possible the
curing behaviour of the VLC resins. Although the sim-
ulated specimens considered in the current work are
based on a simple two dimensional geometry, the meth-
ods described herein are expected to be followed up by
more complex, realistic models, which will impose less
restrictions and assumptions on the derived solution.
Hence, provided that the method described here is ex-
perimentally justified, it will be possible to investigate
the curing performance of a particular composite for a
given restoration cavity, as well as examine the thermal
loading of the tooth tissues during the curing process.
At the present time there is considerable interest in the
utilization of extreme light intensities - very high and
very low - in the photopolymerisation of dental com-
posites. Thus the development of an accurate model of
the photo-curing will greatly assist in the optimisation
of the process.

2. Isothermal photo-DSC experimentation
The material under investigation was the dental VLC
resin composite XRV-Herculite (Kerr UK Ltd., Pe-
terborough, UK). This consists of dimethacrylate
monomer mixture and silanated particulate glass filler
with a camphoroquinone/amine photo-activated sys-
tem. A DSC-7 apparatus (Perkin Elmer Corp., Norwalk,
CT., USA) was used to perform isothermal photo-DSC
measurements together with a VLC dental light cur-
ing unit (Luxor Light 4000, RFJ Electronics, Winsford,

Cheshire, UK) with a blue light source (peak output at
≈470 nm), equipped with a fibre optic light guide. Pho-
topolymerization was effected using a custom-made
DSC cover, which allowed for the irradiation of the
sample cell while at the same time providing the nec-
essary thermal insulation within the furnace. In or-
der to facilitate the accurate timing control of the
light exposures, a high-speed electromagnetic shutter
was used (Compur-Electronic GmbH, K¨oln, Germany),
which was mounted on the exit window of the curing
lamp. During the isothermal experiments, the DSC-7
computer supplied the necessary triggering pulses at
predefined times to open and close the shutter, thus
providing a full control over the sample irradiation
sequence.

Six specimens of 15–20 mg of the composite were
placed into standard aluminium pans and were carefully
flattened, producing a layer of approximately 0.5 mm
thick, in order to ensure isothermal conditions during
cure. In order to avoid primary activation of the reaction,
the preparation of the samples was performed at sub-
ambient light levels.

The light exposure timing sequence followed for each
isothermal measurement is shown with representative
DSC traces in Fig. 1. Following the initial 40 s irradia-
tion of a specimen (Signal 1), three additional measure-
ments of equal duration were performed (Signals 2, 3
and 4) to obtain the average irradiant heating level so
that it could be subtracted from the initial trace [5, 11,
12]. Finally, in order to determine the impulse response
of the system which was necessary to deconvolve the
isothermal data, each sample was exposed to a light
pulse of 50 ms in duration (signal 5) (see Section 4
below, for deconvolution).

The cure of the composite was investigated at six
temperatures from 25–50◦C at 5 degree intervals. As
described elsewhere [6], the above outlined isothermal
investigation together with additional dynamic DSC
studies, yielded the necessary kinetic parameters for an
autocatalysed phenomenological kinetic model com-
monly utilised to model the cure of light activated resin
composites.

Figure 1 Isothermal photo-DSC timing sequence with typical signals
obtained with the Herculite-XRV resin composite. Signal 1: reaction
exotherm+ irradiant exposure signal obtained from a 40 s irradiant ex-
posure of the uncured specimen. Signals 2–4: irradiant heating signals
obtained from a 40 s irradiant exposure of the cured specimen; Signal 5:
measure of the response of the system, obtained from a 50 ms irradiant
exposure.
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3. Modification of the heat source term
in the heat balance equation

In order to obtain a more accurate measure of the heat
absorbed by the VLC composites, in addition to the
isothermal reaction rate signals, the irradiant heating
DSC measurements were also utilised. As shown in
Fig. 1, the heat flow signals 2, 3 & 4, produced during
the post-curing irradiations of the specimens provide
this information. Fig. 2 illustrates the normalised av-
eraged irradiant heating plots per temperature for the
material XRV. It can be observed that these, unlike the
reaction rate plots, do not follow a particular trend with
temperature, since the reaction has been completed dur-
ing the first light exposure (signal 1) and therefore can
be regarded as a function of time only. The origin of
the differences observed in these plots is discussed in
the following section.

The two-dimensional, time dependent energy bal-
ance equation which provides the solution under non-
isothermal conditions, can be written as follows [13]:

k

(
∂2T

∂x2
+ ∂

2T

∂y2

)
+ g = ρcp

∂T(x, t)

∂t
(1)

where,T denotes the temperature,x, y the cartesian
system coordinates,k the thermal conductivity of the
material,g the heat source term,ρ the material density,
cp the specific heat andt the time.

So far, two configurations of the heat source term
(g) have been presented in the literature related with
non-isothermal transient analysis: the first considers the
heat generation as the product of the exothermic reac-
tions [5] (Equation 2a), whereas the second considers
also the Beer-Lambert law in order to express the at-
tenuation of the light energy as this passes through the
material [7–9] (Equation 2b).

g(t, T) = [Rp(t, T)Hmax]ρ (a)
(2)

g(t, T, y) = [Rp(t, T)Hmax] exp(−by)ρ (b)

whereRp is the reaction rate,Hmaxis the maximum heat
of reaction,b is the attenuation coefficient encompass-

Figure 2 Average photo-DSC irradiant heating signals obtained at 25,
30, 35, 40, 45 and 50◦C for the Herculite-XRV resin composite at an
intensity of 844 W m−2.

ing the absorption and scattering effects taking place in
the medium andy is the depth of light penetration.

However,g also represents the volumetric heat gen-
eration rate (in W·m−3) arising from the absorption
and scattering of light within the material and therefore
can be calculated by multiplying the average irradiant
heat flow signals from all temperatures by the density
of the material. If the effect of the heat of cure is also to
be investigated at the same time, the total heat source
term should be equal to the sum of the individual heat
source terms. As mentioned above, the additional heat
source term is not a function of temperature, but instead
it is only a function of time and therefore the calcula-
tions on the finite element model should incorporate the
temporal variation of the heat flow signal. Equation 3
shows the proposed improvement in the heat generation
term:

g(t, T, y) = [Rp(t, T)Hmax+ B(t)] exp(−by)ρ (3)

whereB(t) is the time dependent irradiant DSC trace.
Hence, in the subsequent calculations, Equation 3 is

substituted in Equation 1. The rate of polymerization,
Rp is provided by a phenomenological kinetic model, as
expressed by the following ordinary differential equa-
tion (ODE) [5, 6]:

Rp ≡ da

dt
= kam(amax− a)n (4)

where,a is the degree of reaction,amax is the maximum
attainable degree of reaction,mandn are fitting param-
eters andk is the rate constant following an Arrhenius
temperature dependency:

k = k0 exp

(
− E

RT

)
(5)

In the above equation,k0 is the pre-exponential factor,
E the activation energy andR the gas constant. Since
the kinetic parameters for the phenomenological model
(Equation 4) that are used in this study have been esti-
mated from deconvolved isothermal data [6], it would
be erroneous to use the irradiant heating data (B(t))
term in the heat source term calculations without prior
deconvolution. The following section details the funda-
mental principles of the deconvolution process as well
as a new method for its application to irradiant heating
data.

4. Deconvolution of the irradiant heating data
Although DSC is a valuable method for monitoring en-
thalpic changes, the response time of the instrument, the
thermal properties of the sample and the possible mis-
contact of the sample pan with the measuring furnace
can all have a significant effect on the measurements.
In other words, the “correct” signal that is produced
by an exothermic reaction is “distorted” by any or all
the above mentioned factors via a non-linear transfor-
mation termed convolution. This distorted signal can
however be corrected if the opposite process is applied
(deconvolution), provided that the impulse response of

4591



the DSC is known for every sample studied. There are
several techniques with which deconvolution can be ap-
plied to correct isothermal DSC data, using basic time,
frequency orz-domain methods, optimised frequency
or iterative methods [11] or even via the modified ex-
ponential function reconstruction (MEF) method [6].

The result of deconvolution of the irradiant heating
data with the impulse response can be easier to antic-
ipate than that obtained from the deconvolved isother-
mal reaction rate data [6, 11], where the original and the
correct signals differ in terms of their shape, peak height
or time at peak height. In this case we have a signal
that varies abruptly only at the time intervals at which
there is a light transition (Fig. 3a (Initial transition OFF-
ON & Final transition ON-OFF)), whereas between the
light transitions the signal reaches a plateau. Hence,
since deconvolution mainly affects the portions of the
signal which vary abruptly, the corrected signals should
have steeper transitions and less changes to their plateau
values. Indeed, the deconvolved signal in Fig. 3b proves
the above assumption but also illustrates the weakness
of the method to produce error-free signals. As it can be
observed from Fig. 3b the initial portion of the signal

Figure 3 Characteristics of the irradiant heating signals and deconvo-
lution output without the initial point reconstruction procedure of an
isothermal irradiant heating DSC signal obtained at 25◦C.

contains points that are unusable for further use. Simi-
lar problems with the initial points of the deconvolved
isothermal reaction rate signals can also be observed
in [6, 11] and are attributed to the sensitivity of this
process to noise. However, in this case, in contrast with
the reaction rate data, the initial part of the signal is not
required to provide anykineticparameters but instead
it is essential to supply the necessaryinitial increase of
the heat flow signalto the non-isothermal model.

The reconstruction of the lost initial points of the de-
convolved irradiant heating signal in Figs 3b or 4a was
based on a simple principle by using the inverted part
of the final transition obtained at timest ≥ 40 s. This
was based on the fact that an OFF-ON light transition,
observed at the beginning of an exposure should equal
the ON-OFF transition observed at the end of the ex-
posure, for both the original and the deconvolved data.
Fig. 4b verifies that assumption for the original data
by illustrating the initial (OFF-ON) transition plotted
against the inverted final transition. Hence, if an ON-
OFF transition of the deconvolved data is inverted and
positioned at the problematic initial portion of the data,
the signal can be restored. The reconstructed decon-
volved curve is shown in Fig. 4c, against the original
irradiant heating data obtained at 25◦C.

Applying convolution to the deconvolved signal
yields a curve matching closely the original data, as il-
lustrated in Fig. 4d. Similar results were obtained from
the above mentioned transformations for all the temper-
atures tested, all verified by the excellent fit between the
re-convolved deconvolved curve and the original irra-
diant heating data.

Following the procedure described above, all the ir-
radiant heating plots (illustrated in Fig. 2) were de-
convolved (Fig. 5a), averaged and smoothed thereafter
(shown in Fig. 5b), providing theB(t) term of Equa-
tion 3. From the comparative plot of Fig. 5a it can also
be observed that the notable differences in the signal
plateau levels that were observed prior to deconvolu-
tion process are now diminished, thus verifying that
the method corrected the signals by also taking into ac-
count the differences between the individual samples.
Hence, the differences in the plateau values observed
in the plot can be regarded as a measure of the variance
of the method.

5. Initial and boundary conditions
The solution(s) provided by Equation 1 are restricted
to cases of internal heat transfer and do not fully de-
scribe heat transfer phenomena at the boundaries of the
material during its cure. But once a resin composite is
placed in a dental cavity, it is subjected to a number of
different physical conditions across its boundaries. In
order to determine the temperature distribution in such
a case, it is essential to impose constraints (boundary
conditions) on the solution of the heat balance equa-
tion, corresponding to the physical conditions existing
at the boundaries of the medium and to the distribu-
tion of temperature at the origin of the time coordinate,
t = 0 (initial conditions). These can be estimated by
careful examination of the interfaces formed between
the participating media.
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Figure 4 Deconvolution and reconstruction procedure of isothermal irradiant heating DSC signal obtained at 45◦C.

To illustrate this procedure, a simple two-dimens-
ional axisymmetric (around they-axis) tooth-restora-
tion model is considered in Fig. 6. In this, the air en-
closed between the end tip of the fibre optic guide and
the restoration surface exchanges heat with the heated
composite through free convection whereas the bot-
tom and the side walls of the composite conduct heat
through the tooth tissue. Since this is only an approx-
imate model and this work is not concerned with the
thermal loading of the oral tissues, the bottom and
side surfaces of the composite can be assumed to have
a constant temperature (Tb), maintained by the blood
micro-circulation in the pulp and the surrounding tis-
sues. Starting from these boundaries, the prescribed
temperature boundary conditions as well as the initial
conditions (Ti ) can be expressed as follows:

T(x, y, t) = Tb 0≤ x ≤ x1 y = y1 t ≥ 0 (a)

T(x, y, t) = Tb x = x1 0≤ y ≤ y1 t ≤ 0 (b)

T(x, y, t) = Ti 0≤ x ≤ x1 0≤ y ≤ y1 t = 0 (c)

(6)

The top surface of the composite is subjected to con-
vection boundary conditions, therefore the convection
heat flux at these will equal the conductive heat flux:

h(TA − T(x, y, t)) = −k
∂T(x, y, t)

∂y

0≤ x ≤ x1 y = 0 t > 0 (7)

whereh is the heat transfer coefficient andTA is the
temperature of air.

The convection heat transfer coefficient (h), which
indicates the efficiency of heat dissipation at the
composite-air interface, can be calculated using dimen-
sional analysis parameters. This method differs from
other approaches in that it does not yield equations but
instead it combines several variables into dimension-
less groups, such as the Nusselt number (Nu), which
expresses the level of the temperature gradients exist-
ing at a surface which comes in contact with the air.
These parameters facilitate the interpretation and ex-
tend the range of application of experimental data [13].
For two horizontal surfaces having a distanceL, sepa-
rated with air with thermal conductivitykair, h is given
by Equation 8:

h = NuL

kair
(8)

An empirical equation, valid for cases where there are
two parallel surfaces from which the bottom one is
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Figure 5 Deconvolved photo-DSC irradiant heating signals of Fig. 2
and averaged deconvolved irradiant data;B(t).

Figure 6 Approximate two-dimensional, axissymetric tooth-restoration
geometry.

heated (i.e. the composite) can be used to calculate the
Nusselt number [14] as follows:

Nu= 1+ 1.44

[
1− 1708

Ra

]∗
+
[(

Ra

5830

)1/3

−1

]∗
(9)

where the notation [ ]∗ indicates that if the quantity in-
side the bracket is negative, the quantity is to be taken as
zero.Ra is the Rayleigh number, which is the defining
parameter for instability in turbulent free convection
flows. This is given by:

Ra= cpgβair(T − Tair)L3ρ2
air

kairµair
(10)

whereg is the acceleration due to gravity,βair (=((T +
Tair)/2)−1 K) is the compressibility of air,T is the tem-
perature of the heated surface (i.e. the composite) and
µair the viscosity of air.

In cases where a more complex geometry exists at
the interface where convection takes place, the above
calculations are not valid, since they have been cal-
culated strictly for flat parallel surfaces. However, nu-
merical methods that simulate the fluid (air) flow can
be utilised to give an accurate prediction on the con-
vection coefficient, even when complex geometries are
involved [13].

The models considered in this analysis were taken to
have a plane rectangular geometry, with dimensions
2× 2 mm. The top surface of the composite which
comes in contact with the air was assigned a convec-
tion coefficient ofh= 4.18 (W m−1 K−1), calculated
using Equations 9 and 10 for a temperature difference
between the air and the composite of 20 degrees and a
distance of 6 mm between the composite surface and
the fibre optic. Therefore, Equation 9 predicts a very
low convection coefficient equally indicating that the
interface has a negligible heat dissipation efficiency.

In addition, the bottom and the sides of the rectan-
gular model were assigned a constant temperature of
Tb= 309.15 K (36◦C) throughout the analysis, simu-
lating coarsely the conduction effect of the tooth tissue
surrounding the material. Finally, an initial condition of
Ti = 309.15 K was assigned to all the remaining nodes
of the model.

6. Mesh density and time step determination
The major difficulties an analyst faces when imple-
menting a finite element/difference analysis problem
are usually associated with the appropriate discretisa-
tion of the spatial and of the time domain if the analysis
is transient. One method, commonly used to determine
the optimum element size or time step for the problem,
requires to obtain a series of solutions by varying the
element size and/or time step and observing the varia-
tion in the solution [15]. Since the computational effort
involved in this can be high, the so-called dimensional
analysis can be utilized offering significant advantages
over the traditional approach, since the solution is cal-
culated over relative distances rather than at fixed points
within the model geometry. A brief example of this type
of analysis was shown in the previous Section where the
calculation of the heat transfer coefficient (h) was based
on the dimensionless parametersNu andRa. In order
to implement a dimensional analysis the heat balance
equation is written in a dimensionless form by modi-
fying appropriately the various constituent parameters.
However, these dimensionless parameters are not valid
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in cases where irregular geometries are considered and
their estimation at particular locations requires the solu-
tion of the appropriate differential equations describing
the phenomenon. In other words, the method becomes
too involved to be practical [13].

For the purposes of this investigation, where the ge-
ometrical models under consideration are simple, a di-
mensional analysis would be adequate to achieve a so-
lution. It was decided however to effect a solution by
using the first approach, as in the future, our work will
contain geometrical models corresponding to the com-
plex tooth restoration geometries commonly encoun-
tered in the clinical practice. Hence, the heat balance
equation considered was that of the form of Equation 1,
in conjunction with the Crank-Nicolson time integra-
tion scheme [15].

The analysis for this and all subsequent steps in this
investigation was performed using the commercial fi-
nite element program ANSYS (Swanson Analysis Sys-
tems Inc., PA, USA), running on a Unix-based, Sun
UltraEnterprise 2000 computer (Sun Microsystems,
CA, USA). Using as an input to the kinetic model the
kinetic parameters provided by Maffezzoliet al. [5] on
a one-dimensional model (length= 1 mm), the element
size as a proportion of the model length was varied from
a ratio of 1/80 to 1/3, whilst the time step was kept
constant at 1 s. The observed maximum temperatures
were subtracted from the temperature obtained using
the smallest element size (1/80) which should be very
close to the theoretical temperature. Fig. 7 illustrates
the relationship between the percentage difference in
the maximum temperature observed versus the relative
element size. From this, a relative element size of 1/6
was selected for the remainder of the analysis, consider-
ing an error of less than 0.02% as acceptable. It should
be noted here that, although smaller element sizes are
certainly preferable in terms of accuracy, the execu-
tion time increases considerably from several minutes
to several hours, with no considerable improvement in
the accuracy of the solution.

Figure 7 Percentage variation of the calculated temperature difference
in relation to the smallest mesh as a function of mesh density.

In the above analysis, the time step used from the
ANSYS finite element solver was equal to that used
by the solver performing the integration on the phe-
nomenological models’ reaction rate expression. This
was necessary since, it would be meaningless to ad-
vance the solution of the ordinary differential equa-
tion (ODE) (Equation 4) at a different rate than that
solved by the finite element solver. The ODE solver
implemented in ANSYS was a fixed-step, fourth order
Runge-Kutta algorithm.

A determination of the optimum time step for the fi-
nite element solver alone could introduce errors in the
analysis, since this may be excessive for the Runge-
Kutta algorithm and cause it to predict erroneous val-
ues for the degree of reaction. Therefore, an additional
investigation was performed to determine the optimum
time step for the ODE solver. This consisted of series
of computations, in which each Runge-Kutta increment
was tested against a range of finite element solver in-
crements. In every case examined, the number of iter-
ations of the ODE solver was such that the ODE time
step would equal the finite element solver increment.
Fig. 8 illustrates the maximum temperature variations,
obtained using a range of ODE solver time increments
(from 0.001 to 0.2 s) with variable finite element in-
crements (FEI= 0.2 to 1.4 s). Identical solutions were
obtained for all the ODE solver increments tested. How-
ever, these also demonstrate that the accuracy of the
solution depends heavily on the value of the increment
of the finite element solver.

From the above it was postulated that an ODE solver
time increment of 0.2 s was acceptable, whereas the
same can be assumed for the time increment of the
finite element solver, provided that the solution does
not vary considerably for smaller values (i.e. FEI, ODE
<0.2 s). To verify this, additional tests were conducted
whereby the ODE/FE increments were equally varied
from 0.2 to 0.01 seconds. Fig. 9 illustrates the temper-
ature variations observed from all tests, demonstrating

Figure 8 Variation of predicted temperature with ODE solver time in-
crements (0.001, 0.01, 0.1 and 0.2 s) and variable finite element solver
time increments (0.2, 0.6, 0.8, 1.0, 1.4 s).
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Figure 9 Variation of predicted temperature obtained using common
variable ODE/Finite Element solver time Increments (0.2, 0.1, 0.05 &
0.01 s).

that for time increments smaller than 0.2 seconds only
marginal improvement in the accuracy of the solution
was observed (0.01% difference).

7. Material properties
7.1. Specific Heat
Specific heat measurements of VLC dental compos-
ite resins have been performed mainly during the past
decade by means of two techniques: DSC [16] and Dif-
ferential Thermal Analysis (DTA) [17]. Despite the im-
portance of this parameter, reports on its estimation for
newer types of VLC dental materials are very limited.
Specific heat calculations have become trivial using
DSC instruments operating in scanning mode [18]. The
measurements were performed using a power compen-
sated DSC system (Perkin Elmer Corp., Norwalk, CT.,
USA), equipped with a water cooling accessory to facil-
itate measurements starting at the ambient temperature
range.

Multiple specimens of material were produced, posi-
tioned into weight-matched aluminium pans and cured
for 40 s at ambient conditions (23◦C, 64± 1% RH) us-
ing a Luxor light source. All specimens and aluminium
pans were weighted to a precision of±0.01 mg (typi-
cally∼20 mg). Following curing, the specimens were
sealed with weight-matched lids and kept for at least
24 hours in opaque containers prior to measurement.

Temperature calibration was obtained by observing
the melting transition of reference materials (of both In-
dium and zinc), using dry nitrogen as purging gas (flow
rate: 20 mL/min) and 10 degrees/min heating rate. Fol-
lowing this, heat flow calibration was performed, using
a synthetic sapphire disk (0.3 mm× 3 mm diameter)
(Perkin Elmer, Part no: 0219–1269) and scanning at
the same heating rate, at a temperature interval from
25 to 60◦C. At the start of each run, the specimen
was held at the starting temperature for 5 min in or-
der to reach equilibrium. A calibration constant was
determined from the ratio of published specific heat

TABLE I Material properties and finite element model parameters
used

Parameter Value References

b 0.00028 (m−1) [7]
cp 938.8 (J·Kg−1·K−1)
h 4.18 (W·m−2·K−1)
k 0.2941 (W·m−1·K−1) [19]
L 0.006 (m)
Ti 309.15 (K)
Tb 309.15 (K)
ρ 2094.11 (Kg·m−3) [19]

capacity for sapphire [18] vs the experimental values
and this was found to be 0.971. This constant was then
applied as a correction factor through the DSC software
controlling the apparatus.

Prior to each specific heat determination, a dynamic
run was performed with only the aluminium specimen
holders (plus lids) placed in each measuring cell (sam-
ple and reference) of the DSC apparatus. Consequently,
the same specimen pan and lid used for the irradiant
heating measurement was used to hold and seal each
material sample. At the end of each dynamic run, the
Perkin Elmer DSC software automatically subtracted
the mW reading obtained from the irradiant heating
data from the specimen’s endothermic response in or-
der to obtain the true power reading used to calculate
the specific heat (as required from the ASTM proce-
dure). The resulting data in (mW) were then divided by
the sample weight (mg) and the scanning rate (◦C/sec)
to provide the measured specific heat of the specimen
in J(g◦C)−1.

7.2. Thermal conductivity & density
The thermal conductivity and density values were taken
from a study performed on cured specimens of the ma-
terial under investigation [19]. These were derived from
measurements of thermal diffusivity using a method de-
veloped by Watts and Smith [20].

Table I summarizes the above as well as the previ-
ously extracted parameters that were used to perform
the finite element simulation.

8. Model implementation - Cases examined
The two-dimensional exploratory models that will be
presented in this Section were developed in order to
enhance our understanding on the effect of the differ-
ent cure assumptions (imposed via the heat generation
term) on the cure characteristics of the three materi-
als investigated. Three cases were examined, with each
considering:

Case 1- homogeneous absorption of light along the
depth of the composite (heat generation due to the poly-
merization reaction only). Heat generation term pro-
vided by Equation 2(a)

Case 2- exponential decay of the light penetration
along the specimen thickness (heat generation due to
the exothermic reaction only). Heat generation term
provided by Equation 2(b)
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Case 3- exponential decay of the light penetration
along the specimen thickness, including the heat gener-
ated by the combined effect of the exothermic reactions
and the irradiant heat generation arising from the curing
unit. Heat generation term provided by Equation 3

The design of the models was such that it imposed
several assumptions with regards to the material’s be-
haviour and the conditions existing during cure. These
were:

1. Homogeneous and temperature independent mate-
rial properties

2. No flow of material (mass transport) during pro-
cessing

3. No radiation heat exchange mechanism between
the heating surface of the composite and the fibre optic

4. No shrinkage effects were considered
5. No residual - dark polymerization effects were

modelled.

The material properties of the composite were as-
sumed to be homogeneous and temperature indepen-
dent, as is widely accepted by several researchers
[21–23]. Flow effects are believed to be negligible dur-
ing light exposure, since gelation occurs rapidly after
the onset of polymerization. Consequently no signifi-
cant density changes within the bulk of the composite
are expected to occur during polymerization [24].

The radiation heat transfer mechanism was not con-
sidered in any of the following models, including the
ones described in subsequent sections, due to the lack
of data referring to the emissivity and absorptivity prop-
erties of composite resins. The mechanism of radiative
heat transfer during the cure of VLC composites, should
occur between the heated surface of the composite and
the fibre optic. This should not influence the results
of this study, provided that the surface temperature of
the composite during the cure does not attain exces-
sively high values. In the latter case this mechanism may
prove to assist significantly the heat dissipation from the
composite.

Shrinkage was not considered as a variable in these
analyses as this was beyond the scope of this research.
Microscopic gap formation within the dental cavity is
expected to affect to some extent the heat transfer mech-
anism between the curing composite and the adjacent
tooth tissues.

Thermal analysis kinetic models impose an assump-
tion on the ceasation of the reaction. More specifically,
there is evidence to support that dark polymerization re-
action occurs for some period in photopolymer systems
following initial cure, as free-radicals still exist for at
least a further 24 hours [25]. The rate of these reactions
is much reduced compared with that observed during
the light exposure, as it is dictated by the ability of the
free radicals to diffuse and find unreacted monomer in
a dense cross-linked chain network. Despite the above
mentioned problem, thermal analysis kinetic models
have demonstrated their potential to reveal significant
features of the cure mechanisms in non-isothermal con-
ditions.

9. Results and discussion
Figs 10–12 display the results (temperature, degree
of reaction and glass transition temperature) obtained
from the finite element solution of the composites for
each case considered, for the material Herculite-XRV.

Figure 10 Results from a non-isothermal 2-D transient simulation con-
sidering a plane rectangular geometry of the VLC resin composite
Herculite-XRV - Case 1.
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Figure 11 Results from a non-isothermal 2-D transient simulation con-
sidering a plane rectangular geometry of the VLC resin composite
Herculite-XRV - Case 2.

Figure 12 Results from a non-isothermal 2-D transient simulation con-
sidering a plane rectangular geometry of the VLC resin composite
Herculite-XRV - Case 3.

The glass transition temperature was calculated via
a simple linear relationship with the degree of reac-
tion [6]. In order to facilitate a direct comparison be-
tween the three different cases considered, Table II
presents the maximum values obtained from the analy-
sis of the maximum temperature (Tmax), the maximum

reaction rate (RP max), the degree of reaction (αmax) and
the final glass transition temperature (Tg final), at the top
and the core of the model. Also quoted are the times at
which these maximum values were observed.

By observing the temperature plots from all the
cases examined, it can be derived that the exothermic
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TABLE I I Maximum parameter values observed at the surface and the core of the model (Results from Cases 1, 2 & 3)

Values at the surface of the model Values at the core of the model

Parameter Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

Tmax (K) 317.4 316.6 319.7 316.5 315.3 317.8
Time (s) 6 6.2 6.6 5.6 6.4 6.6
Rate (s−1) 0.0887 0.0883 0.0898 0.886 0.0669 0.0681
Time (s) 3.2 3.2 3.4 3.2 3.8 4
Degree 0.7224 0.7226 0.7322 0.7219 0.7052 0.7131
Tg final 310.9 311 313.9 310.8 305.7 308.1

polymerization reaction is mainly responsible not only
for the overall profile of the temperature variation with
time but also for the magnitude of the temperature rises.
Since the only mechanism of heat dissipation in the ma-
terial is through convection at the surface, the heat is
generated at higher rates than it can be transferred to
the air. As a consequence, the temperature rises follow
closely the reaction rate profiles. The introduction of
the exponential attenuation of the heat generation term
(Case 2), as expected, resulted in an overall temperature
decrease throughout the volume of the composite. By
incorporating the irradiant heat term in the calculation
(Case 3), the temperature profile was affected in sev-
eral ways. Firstly, the peak value attained was greater
by 3.1 degrees compared with the Case 2 result and sec-
ondly, the rate of change of the plot at the portion fol-
lowing the peak is significantly lower than the previous
calculations. This is due to the contribution of the irra-
diant heat generation term during the exposure which
continuously increases the temperature field whilst the
reaction rate almost ceases to produce noticeable tem-
perature differences.

The degree of reaction plots indicate more clearly the
effect of the exponential attenuation of light absorption
than the corresponding temperature plots. As it can be
observed in Case 1, the degrees of reaction at the sur-
face and the core are comparable, whereas in Case 2
their differences are pronounced. Case 3 is particularly
interesting in the sense that it reveals that the increased
temperature levels do not correspond necessarily with
pronounced changes in the degree of cure. This can be
explained from the fact that the average temperature in-
crease from the heating effect of the light is in the order
of 3 degrees K. By taking into account the behaviour
of the isothermal kinetic model, one can derive that the
degree and rate of reaction for the given temperature
change will only be slightly elevated.

The glass transition temperature plots display a simi-
lar behaviour with the corresponding degree of reaction
plots. This was anticipated since the former parameter
is calculated from the simple linear relationship with
the degree of cure [5, 6].

Although the figures displayed above reveal in full
the transient variation of the calculated parameters,
Table II is more explanatory in the sense that differ-
ences between each case, as well as between materi-
als, can easily be depicted. Starting from the maximum
temperature (Tmax), Table II shows that Case 3 produced
the highest values; an increase of approximately 3 de-
grees was observed above the temperatures obtained in
Case 2. Accordingly, the temperature increases at the

core due to the irradiant heating effect are between 1.5
to 2.5 degrees K.

An interesting decrease in the maximum tempera-
ture at the top is observed between Cases 1 and 2,
where it can also be noticed that the inclusion of the
exponential attenuation of the light absorption effects
(Case 2) reduced the reaction rate. This implies that in
Case 2, lower temperatures were observed underneath
the surface, as indeed the temperature value at the core
indicates (see Table II, compareTmax Cases 1 & 2).
Therefore, the heat flow from nearby nodes towards
the surface nodes was not sufficiently high to enhance
the rate of reaction at the surface (thus explaining the
reduced reaction rates observed there). Certainly, the
effect of the attenuation of light is more pronounced
with increasing depth and therefore the degree of reac-
tion differences increase with depth. Case 3 also reveals
that the reaction rate was slightly enhanced by the in-
clusion of the heating effect, in both the top and the
core of the material.

One drawback of the models considered in this work
is that the calculation of the reaction rate at the side
and bottom boundary nodes does not depend on the
temperatures produced by neighbouring nodes, or on
the exotherm produced at these locations. Instead, the
reaction rate is calculated based upon the prescribed
boundary condition (309.15 K). This shows that such
models do not entirely represent the physical situation
since the tooth tissue conducts heat generated from the
microcirculation in the pulp and therefore its tempera-
ture is not constrained.
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